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Abstract:  

Deep Learning (DL) algorithms are used for computational models which consist of number of 

processing layers that represent data with multiple levels of data filtration.Brain tumors can be 

ahuge defect of threats such as mental illness and mental disasters. Rapid and early recognition 

ofbrain tumor is easy for recovery. A smart system for identifying and classifying braintumors is 

important to help medical experts. Medical image processing using a convolutionneural network 

(CNN) is being giving better results. The tool debugs the problem-solvingprocess of each CNN 

model. A critical section to show the drawbacks of deep learningtechniques has been included at 

the end to establish open research challenges and ways for futurework in this crucial area, of 

areas of medical heath care such as pathology, brain tumor, heartdeep learning has dynamically 

been changing and changed the means of identification, and recognizing effectively in number 

cancer, cardiac, and back, the major of thisarticle is to preview major deep learning concepts to 

brain tumor analysis. 
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Introduction:  

The modern technology in healthcare technologies helps for analyzing experts to facilitate more 

emerging e-health care systems to the patients [1,5]. The use of machine learning and artificial 

intelligence has been trending in today’s world. E-health care systems are extremely beneficial in 

a variety of medical systems.Computer vision-based biomedical imaging applications are gaining 

popularity because they provide radiologists with recognition information for better treatment-

related issues. [6]. Various medical imaging tools and techniques, such as X-rays and Magnetic 

Resonance Imaging (MRIs), have a significant impact on patient recognition and treatment. [4]. 
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The diagnosis of brain images is considered critical because diseases of the brain known as brain 

tumors are fatal and are responsible for a large number of disasters and deaths throughout the 

world. [2]. For the analysis and treatment of a brain tumor, a variety of image-processing 

techniques and methods have been used. A brain tumor develops when an abnormally large 

number of cells proliferate within the brain. The unusual cells alter mental processing and have 

an impact on a patient's health. [9].The primary focus of research is on brain imaging analysis, 

detection, and treatment using advanced medical imaging techniques. [2]. The retrieval of brain 

images is considered a reason is brain tumor analysis is fatal and responsible for a large number 

of deaths in developed nations. [6]. Machine Learning is a subset of artificial neural network to 

handle difficult problems with large number of volumes it is a subset of Artificial Intelligence. 

The fuzzy c-means (FCM) algorithm was previously used to segment brain tumors from MR 

data. [11]. In medical science, the standard imaging technologies to understand its tumor are 

computed tomography (CT) scans MRI (magnetic resonance imaging) scanning, positron 

emission tomography (PET), and X-rays. 

 Literature Survey: 
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[1] Automatic Counting from Video for Brain Tumor Analysis, in the proposed system of 

braintumor. In Brain Tumor analysis and tracking technique, a concise overview of image 

processing techniques and detecting tools which are used in building applications that 

involve developing systems is the proposed system of tumor detection and tracking 

techniques. 

[2] A Study of picture Combination for brain tumor analysis Based on motion detections, 

in this work, the most recent state-of-the-art feature extraction techniques for disease 

verification are evaluated, and an in-depth experiment of the combination of all of them 

is then conducted. [3] The number of death rates increases due to the passive features of 

the tumors. A deep learning feature-based brain tumor detection approach that was 

handcrafted was demonstrated. [4] To identify and classify brain tumors, a faster region-

based CNN (Faster R-CNN) model was used. Due to the mind inefficiency the chances of 

brain cancer in the head are increasing day by day. 

Convolutional Neural Network: 

A convolutional neural network (CNN or ConvNet) is a network architecture for deep       

learning that takes data directly. CNNs are specifically used for pattern identification in 

images to understand objects, classes, and categories.  

OpenCV: 

 OpenCV (Open-source computer vision) is a library of computer programming functions 

mainly aimed at real-time computer vision. 

Computer Vision: 

Computer vision is a field of artificial intelligence (AI) that allows computers and 

systems to derive important data from virtual images, videos and other visual inputs and 

take actions or make recommendations based on that data. 

Learning Algorithm:   
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As one more step to improve the accuracy, the optimal batch size derived from Batch 

gradient descent Algorithm is tested with (Adam optimizer algorithm). The adaptive 

learning rate feature improves the precision of the learned model. 

 

 

 

 

 

 

 

 

Sr.No Title Published Technique Advantages Disadvantages 

1.  

M. L. 

Pathan 

et.al 

 

Apr. 10, 

2020. 

 

Deep 

Learning 

Early 

detection of a 
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High 

computational  
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        2. A. Hussein 

et. al 
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best tools for 

data analysis 

and application 

       3. B. J. Jawed 

et.al 

 

 

 

     2016 

Artificial 

Intelligence 

 It is 

characterized 

by the speed 

of learning 

even with big 

data 

Lack of 

similarity 

analysis 

        4. Oktay et al.  

 

 

     2018 

 

 

 

Pvt Dataset 

In this study, 

the overfitting 

problem is 

addressed by 

increasing the 

number of 

MRI slices 

using 

information 

augmentation. 

 

 

 

Lower-level 

information 

implementation 

     5. A. Hossain 

et. al. 

 

 

 

 

 

 

2020 

 

 

Artificial 

Intellegence 

 

 

Kaggle is   

used 

 

 

Complex 

features 

extraction 

process 
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Conclusion and Future Scope: 

YOLO is a target recognition and location tracking algorithm based on the deep convolution 

neural network, and its most obvious benefit is its fast detection analysis, which is especially 

suitable for the real-time detection system, which is the significant reason why YOLOv3 network 

is selected in this paper [6,7]. Convolution neural network extracts features by convolution 

operation on local "receptive field", and it is mainly used in image processing. Image processing 

related problems. In the new generation of computer vision field, approaches based on artificial 

neural networks have performed well in recent years. Convolution neural network algorithms, in 

contrast to traditional methods, massy learn the complex features of actual data and do not rely 

on the extraction of annual features to improve image segmentation precision. The encode-

decode structure is common in image segmentation [8] [9]. During the encoding process, the 

image pixels are mapped in a higher dimensional distribution, and the decoding process 

continuously recovers the image's specific information and spatial dimensions [10-18]. 
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